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The circle of scientific discovery 

From data  to model

From model to data
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Outline

II. From model to data

III. Summary and outlook

I. From data to model
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Symbolic Regression

Symbolic regression (SR) is a machine learning method designed to automatically discover, 

through algorithms, a functional expression that effectively describes the relationships 

between variables in a given dataset, without prescribing the specific form of  the function.

➢Definition

Kepler  
Genetic programming SR

From Manual to Automated

https://zh.wikipedia.org/wiki/%E7%BA%A6%E7%BF%B0%E5%86%85%E6%96%AF%C2%B7%E5%BC%80%E6%99%AE%E5%8B%92
https://en.wikipedia.org/wiki/Genetic_programming
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Funsearch

➢Funsearch--Beyond Knowledge Retrieval:

• FunSearch marks a paradigm shift in LLM applications: from retrieving known 

knowledge to creating new knowledge.

Retrieving known knowledge Creating new knowledge

• FunSearch's Goal: Leverage the LLM's creativity to solve complex, open scientific 

problems requiring rigorous discovery.

FunsearchTraditional LLM
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AI-Newton’s architecture

➢ Knowledge base (experiment + theory):

stores and manages structured knowledge

➢ Knowledge representation：

employs a physical domain specific language(DSL)

➢ Autonomous discovery workflow：

continuously explores physical laws,

collaboratively updates both general and specific knowledge

core: physical concepts

core：plausible reasoning

2. Reduce search 

space

Fang, et al., 2504.01538

1. Effectively represent

knowledge;
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Tests and results

➢ Based on noisy data, important natural laws are discovered!

➢ Unsupervised! Without prior physical knowledge! Fang, et al., 2504.01538
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Tests and results

➢Statistical analysis of  concept discovery timing:

➢ Incremental progression, diversity

(Roman numerals for era numbering)

Fang, et al., 2504.01538
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Laws of quantum physics

• Collapse: No continuous measurement, only “in” and “out” states 

• Uncertainty principle: No exact position, only distributions, eigenvalues…

• Nonlocality: Local measurement cannot provide complete information

➢Gap between classical and quantum system

➢Key difficulty

• Need to construct an evolutional (continuous) theory based on discrete data, 

i.e., only “in” and “out” states 

• Is the evolution kernel unique ?
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Outline

II. From model to data

III. Summary and outlook

I. From data to model
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Challenges for scientific AI

➢Caused from the inherent complexity of  natural sciences

• Long, multi-step and unstructured reasoning

• Modeling of  real-world scenarios

• Understanding of fundamental laws

• Implicit constraints

• Deterministic & probabilistic, precise & approximate

• …

➢Hard to detect due to logical leaps in the provided answers

• Both human and AIs alike tend to omit steps they consider "obvious"

➢LLMs’ reliability often drops in scientific problem-solving

➢Prioritize perfect performance over cost control
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How to address this issue?

• Slow and expensive, hard to scale

➢Human expert review & refine

➢AI: e.g., Logical Chain Augmentation (LOCA)

• Enforcing logical completeness and structurally decomposing reasoning steps into 

verifiable principles and derivations, within an augment-and-review loop

Fang et al., 2510.01249 

Jian et al., 2511.10515
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Overview of LOCA-R’s pipeline

Jian et al., 2511.10515
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Example: raw answer with logical leaps

➢For the following question

➢The raw answer is
• Non-atomicity

• Implicit justification
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Example: complete and structured answer

➢The complete and structured answer with logical rigor
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Example: complete and structured answer

➢The complete and structured answer with logical rigor
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➢The Chinese Physics Olympiad (CPhO): a premier national

physics competition organized annually in China

The CPhO: a challenging testbed 

➢For our evaluation, we focus on the theory examination of  the

42nd CPhO 2025 (final round held in Fuzhou at the end of  

October)

• Demands of long, multi-step reasoning

• Multimodal problems

• No data contamination issue
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Overall performance across various base LLMs

➢Overall performance of  LOCA-R on four mainstream LLMs
Jian et al., 2511.10515
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Comparison across more baseline methods

➢Comparison of  LOCA-R and more baselines
Jian et al., 2511.10515
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Summary and outlook

➢ Human scientific discovery necessitates a new research paradigm, AI may help

➢ From theory to data:

Thank you！

➢ AI for scientific discovery: remains in its nascent stage, but very promising

• AI surpasses human experts for established fields

• AI improves fast for frontier fields 

➢ From data to theory:

• Plenty of  ideas proposed

• Surpasses human experts in many topics


