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» Graphics Processing Units, Efs4IEzE ‘*&i"’iﬁ

- GPUIREZHIRER: BHEFUHN=SHUMERESINRITE. §68itERE, RERSHTHESH
E=AEARER, ARRERTREL.




1Ei+§g[€ ' Core .
SZuBiaisE; N GCache =itEEE;

fetaehe SRS,
KEF;
i SRS
EHTER;

SIATFER;



I [ attribute M uniforn ]
"\ variable variable

A kb GPULEL -

MmEBEs & EEs AR (BT EE Dt FREEs MEHSES

VERTEX SHADER GEOMETRY SHADER FRAGMENT SHADER TE

1

1

1

1

1

D BLENDING . 1999 - 2005; :
@ - [EHT&L (Transforming & Lighting) ; :
:

1

1

1

1

CPU =>GPU :

|
|
1
|
|
|
Vertex Datal] attribute
|
|
|
1
|
|
|

vec4 position i
vec3 normal uniform

vec? texcoord[0..n] & ' . - ) B : .
sl e 1 osition | ERURE TS SN | rogcotor | * ]ﬁﬁE@Eﬁ'—ﬁ{%ﬁE@%ﬁﬁ%,
MR D IRE R

. RRE, RURERSEEERNEEEEE:

L

ENPITEERTIT R ol Pointsize | 204 iF=>Rts
»y 2 )

mice  |-{ SmemMemey | MT Issue: Multithreaded instruction fetch
|

ﬁ_;ﬁs%glgmG PU: |—mlm sasic

|
Viewpor/Ciip/

Interconnection Network ‘)\ Shared

EES=F
- GPUTI4HIE. WRIFIHERE:; BEES EBEEN EEEE EmEe =) [

[ oram |[ omam |[ oram |[ oram ]L Display !

| :
: 1
: |
SetspRasted 57 o !
|+ 2006 ~ ES; = L J |E= :
| , o (== [== ] [== V| .
.+ PEEFT&L (Transforming & Lighting) ; B e e e e e e B P |

1 7 |-
oo oo - . —— I
. ABSERAEGESEEEGSE, Hi—NshaderEE == = s == .
! ag £E == Ep 5 :
B, i B EE = I .. |

1 51 S Erlse] S Eelse [sA sl

' 25235 o pres At ainfs an[=nfan 0 EE |
v+ JEERIE, shadertlémiz, BIgeBFIRmizRtEseRATF = === = .
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« Compute Unified Device Architecture, CUDA

NVIDIA.

CUDA

LAMMPS Performance Equivalence
Single GPU Server vs Multiple CPU-Only Servers

CPU-Only Servers

25

20

2XP100 4XP100 8XP100
1 Server with P100
(12 GB) GPUs

2XP100 4XP100 8XP100
1 Server with P100
(16 GB) GPUs

AMBER Performance Equivalence

Single GPU Server vs Multiple CPU-Only Servers

50

% 42
40
34

CPU-Only Servers
&

42

35

| — | —
2X P100 4X P100

1Server with P100

| — | s—
2X P100 4X P100

1Server with P100

CPU Server: Dual Xeon E5-2690 v4 @ 2.6 GHz, GPU Servers: Same as CPU server with NVIDIA' Tesla” P100 for PCle
(12GB or 16 GB) | NVIDIA CUDA" Version: 8.0.44 | Dataset: EAM | To arrive at CPU node equivalence, we used
measured benchmarks with up to 8 CPU nodes and linear scaling beyond 8 nodes.

VASP Performance Equivalence
Single GPU Server vs Multiple CPU-Only Servers

30

2 2 24

20 18

CPU-Only Servers
>

2XP100 4XP100 8XP100 2XP100 4XP100 8XP100
1 Server with P100 1 Server with P100
(12 GB) GPUs (16 GB) GPUs

PU Server: Dual Xeon E5-2690 v4 @ 2.6 GHz, GPU Servers: Same as CPU server with NVIDIA® Tesla® P100 for PCle (12
GB or 16 GB) | NVIDIA CUDA' Version: 8.044 | Dataset: B_hR105| To arrive at CPU node equivalence, we used
measured benchmarks with up to 8 CPU nodes and linear scaling beyond 8 nodes.

(12GB) GPUs (16 GB) GPUs

CPU Server: Dual Xeon E5-2690 v4 @ 2.6 GHz, GPU Servers: Same as CPU server with NVIDIA" Tesla” P100 for PCle
(12GB or 16 GB) | NVIDIA CUDA" Version: 8.0.44 | Dataset: GB-Myoglobin | To arrive at CPU node equivalence,
we used measured benchmarks with up to 8 CPU nodes and linear scaling beyond 8 nodes.

SIMULIA Abaqus Performance Equivalency
Single GPU Server vs Multiple CPU-Only Servers

@ 10

2 5 5

g 5 3 3

>

=

Q 0

2 | === ] | —]

< 2X P100 4X P100 2X P100 4X P100
1Server with P100 1 Server with P100

(126B) GPUs (16 GB] GPUs

CPU Server: Dual Xeon E5-2690 v4 @ 2.6GHz, GPU Servers: Same as CPU server with NVIDIA® Tesla’ P100 for PCle
(12GB or 16 GB) | NVIDIA CUDA" Version: 7.5 | To arrive at CPU node equivalence, we use measured benchmark
with up to 8 CPU nodes. Then we use linear scaling to scale beyond 8 nodes.

ANSYS Fluent Performance Equivalency
Single GPU Server vs Multiple CPU-Only Servers

" 10
g . 4 o 4
=
c
Q 0
E =] =] = |
- 2X P100 4X P100 2XP100 4X P100
1 Server with P100 1 Server with P100
(12 GB) GPUs (16 GB) GPUs

CPU Server: Dual Xeon E5-2690 v4 @ 2.6GHz, GPU Servers: Same as CPU server with NVIDIA" Tesla” P100 for PCle
(12GB or 16 GB) | NVIDIA CUDA" Version: 6.0 | Dataset: Water Jacket | To arrive at CPU node equivalence, we use
measured benchmark with up to 8 CPU nodes. Then we use linear scaling to scale beyond 8 nodes.



CUDARZIZHRFIMIT iz

(]
Serial code | 7 CUDA thread-block assignment
Grid of 8K convolve thread blocks (specified by kernel launch)
Block resource requlrements.
Parallel Kernel Device (contained in compiled kernel binary)
Kernel launch command from host 128 threads
Kernel_0<<<'“>>> Crid launch(blockDim, convolve) 520 bytes of shared mem
(128 x B) bytes of local mem
Block(0,0) Block(0,1) Block(0,2) SPF‘?;:W._ . l
" i '|* Thread block scheduler | Major CUDA assumption: thread block execution can be carried out in
any order (no dependencies between blocks)
| | l
gooe gooo gooo GPU implementation maps thread blocks (“work”) to cores using a
HE s e s s dynamic scheduling policy that respects resource requirements
. Host ]
Serlal COde é | Shared mem | | Shared mem| | Shared meml I Shared mem.l
Device global memory
(DRAM) Shared mem is fast
Parallel Kernel Device on-chip memory
Kernel 1<<<..>>> :
- Grid Logical view Hardware view Execution
Block(0,0) || Block(0,1) || Block(0,2) 32 threads |
Feativee e ey —
32 threads r‘v—|cr-|r-|mcmmmccr‘|ﬁrlm
Block(1,0) | [ Block(,1) |[ Block(1,2) — 32 threads — > B8 B H?I E - 2
4]
Faaivee pvseasns] sveees 52 threnc
S ipeacs EBEEIEEEEEDE‘
\ Thread Block Warps Multiprocessor



|- T T e e e e e e e m m m e e e e e E e m e e s s mm === = -
A $ \ 1
BRG FHEE 7 ARk : ERAESHLHE, RAF !
AFERE c2i- Vs =EERF AEER A ! |
I warp [o0]1]2]s]a]s]s]7] 2] e]ae]21]12]13]1a]15]16]17] 18] 29[ 20] 21] 22] 23] 2a] 25] 26] 27] 28] 28] 30] 31] 1
I |
|
. |
§ﬁ%§' on Chlp N/A *ﬁTE& thread | lotalMemery A A A A A A A i A A A A A A A A !
I SEE:DH] SEE:EIFI SE;DI’Z SEE:EH’i SEEiDI'IJ SEE:DFS SEE:EI{E SEE:EH’?’ SEL’IHHU Secinrl Set‘lml'z SE‘CItDES SECLJEIQ SEEIﬁHS Seﬂlﬂfﬁ 595:0(7 SEdIOI'B I
| T T T T = !
I 1286 memory transaction 1288 memory transaction 1288 memory transaction 1288 memory transaction 328 memory fransaction I
KA 77 off chip no = thread I w2y :
I warp |0|1|2|3|4|5|B| 7|EI9|10|]1!12'13'14'15|1ﬁ|17|18|L9!ZD|leZZ|23|24|E|25|ZTlZElZQlfK)lﬂll I
|
|
1 & Global Memory 1
o Global Memory g A A A ; J 1
/\'?‘ Wﬁ On Ch'p N/A TE‘E blOCk : b Se::oro # Seclorl 45 Se::wz 2 Sec:wa 2 Se::c” = Se:iors 2 Seciurs 2 5e::ur7 £ smoro smnrl | smmz smma smnra Sectors | Sedorﬁ 59:10;\ SECTNE , I
1 T T 1288 memory transaction 1288 memory transaction 328 memory transaction |
1288 memory transaction 128B memory transaci tion I
|
|
. . . |
AL B = e e el T e e e e e em mm mm mm mm mm mm mm mm Em mm Em mm Em Em Em Em Em EE Em Em EE EE EE Em Em EE EE EE Em Em Em Em Em Em Em Em Em Em Em Em e e e e e
HEERNTF  off chip yes = grid
I —————————————————————————————————————————————————————— -
|
1 Sector 0 Sector 1 Sector 2 Sector 3 Sector 4 Sector 5 Sector 6 Sector 7 1
1 | | | | | | | |
. ~ . 7 N4 N V V V \4 Vv \ !
off chi es B rid !
I |
|
1
Ay N = 1
: | = | ! ESHILE, FRFAAZEE, HELES
HIBRNF off chip yes = grid I sl I WItF EJE = I
I [/ [ S /////’W !
I warp [o|a1[z2[3s|afs[e[7]|8]9][10[11]12]13]1a]15]|16]|17]|18]|19]20]|21]|22]|23| 24| 25| 26|27 28] 293031 :
|
1
Global Memory : |
|
0 32 64 96 128 160 1 1
sector 0 sector1 | sector2 : Global Memory |
192 224 256 288 320 352 I \ | A\ | AN | I\ I N ' \ l N\ ' A | |
5 ot 7 |
‘J sector 8 sector 9 2= ‘g | 1 Sector 8 Sector 9 Sector 10 Sector 11 Sector12 Sector 13 Sector 14 Sector 15 1
|
1
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3R) . GPUNNEE S TS E A A

0000009 9000000 COOOO0 000000

- —H#Grid (Block?ExRHETI) . —4Block (ZIEEXABHITI) . KiESHIF——XIR,

| B AR |
: FHIEM :
| HE :
¥ = (8] 8 fe KRG
HiREEIR bz 8] 8
T4k 3%

- ZHGrid, —4EBlock (ZiEfExBMEHT) . ZiESPICK
BR——3IR,




- BT &

- FEEE: EFGPUHTIHRIRILVT, ZA/MEERNBASEAMIRPICER, FEAERFEA
B, FEEARBRNatomicAddEREFIERE, XEXENTEFRIESER/RARE (BT
EmiT) . MM ERAERRNITEERE.

Lo

i 2 3

....................

>0 06 particles
000

.....................




- warpZiERS: BwarpAKERAFENESH, SARR—IESESE, WSREREM
ZENHEREE, RENBINEXENTEFRE, MNURLEFESEH.

....................

o060 particles — — data flow

.....................




- warpSEES: WESEGESHEIRE

- KERSIMAR: (1) [ERA__shfl_up_syncEiziRREN, EBNDHPMIELR—ML

=, N = — = 1
&z, (2) (EA__shfl_down_syncikhRHE, HABNMNSEREWNSERABZIEERE.
threadID 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 flag
flag 1 charge
6 =1 0 6 =1
6 =2 6 =2
performing shuffling up with 6 from 3 to 6 performing shuffling down with 6 from 3 to 7
15 025 075 1.0 075 [1.12 0.62 1.12 0.75 0.9 0.62
6 =7 5=8 : 25 0.75 1.5 0.75 112 0.62 1.12 0.75 0.99 0.62
6 =8 6 =9 15 025 0.75 212 0.75 [1.12 0.62 1.12 0.75 0.99 0.62

performing shuffling up with 6 from 9 to 15 performing shuffling down with 6 from 10 to 15




- ZPICHEREFEIF: KkiRblockREiRwarpHE, EERAFLORS/MMNESAEFEEIS,
BARNAFRIFERIAREBwarp, MfufFEwarpZBARARESANHZE,

only one memory instance, conflicts exist between warps

| |
| |
| |
: warp 0 w&e/o g’e/ a/o o :
| / |
| |
I %/ |
| L\/,Aé ./ l
o omemory Py T T2 3456|780 [10]11]12]13]14]15 |
| |

instance

________________________________________

r ______________________________________ 1
two memory instances, no conflicts exist between warps
memory o Ty2]3[4]5]6[7]8]9]to]1n]2]13]14]15
instance 0

memory
instance 1

. warp0 warp 1 [0 00 0060 0




- HIERIEEERR: MER—HXEEERNblockiIEELIECE, HEESHEEEDblockZBERYFL
FABMTHSBME, MNHEEATEEARRE,

S lblockd/3][ 0 [ o o[t [1|1]2]z2[2]3]3[3][4]4]4

bk s blockID%3 [0 |1 |2 0|1 ]2 0]|t]2[o]1][2[0]1]2

ps A P ww[eeeceeeee I - 177 e
2 k.::i.. \.::_":. | block2 [0 O OOOOOO® gi
2 e w:[00000000] [T

1 N o (

ok \.f: i block 0 2 i
i ek [00000000] |
k2[00 00000 O gi
P R w[00000000] T

processing scopes |




- ZE[E)EEIHKEE: PICNIC n
Ny Ny N, U+
_ K4q(i,j k) '

- BRDT: FEFHILR (FFHUAR) RITEREINCKREE, FIINRRERILE. SHREFE,

- BixikiE: RIEFCER, (EEPICGERESHREHEMSREAEZSTTERESERSEE (W LEATFIR) |

- BiRER: E=HEUT, RoXBETERAGER NEEN, IESEREN0(NS), BT FFTKERINNRSRE
O(NlogN), PICNICEZR—MESHERHEBRITENENGE, FEHN TIZEAERETIINA;

(o] (&)
o () o o
o_0 o o_0 o)
. 20%0 0909 4 ° . 20%0 ¢%¢° o® °
£7 %20%0 0909 02027 0% :7 20%0 0%0% 2902 _o0%e
£5 %209 490° 050, %209% £i 209 0909 050, %20%0
] (%) o OOOO -0 & o o OOOO "0
° °® ogoo ° Qe ogoo
o (%)
thread block thread block
o O O O O (0, 2, 2) reading the charges in the rows (0, 1, 0), (0, 3, 0), (0, 1, 2), and (0, 3, 2) O O o O (0, 2, 1)
° @ "o the chargesn ©.1,0) ./././. o
22 0g0g| 0% s oy 02| 0%
ZE o .0 090 ° ZE ° o_0 o o
i o © 0909 °g0o 080 -] o o 0909 pd 0%o
iz %o 090° %09 %% —0@ @ @ @cugedr 2f 90°% o0%e0° @ ®o 20230 ® ® O Ouger
= = = =
F o °® ogoo Z ° 0 ® 0800
o (&)
o reading the distance ;. . . . coefArr o ng the fficients in the row (0, 1, 1) =’ . . . COefA}"}"
) ° o 8 o ° o ° coefficients in the row (0, 1, 2) o - o 8 o o o °
22 0909 0202 o9, o 2 0909 0202 | 09, °
2y 0,0 .0 o070 o Zz O o () o ) Q
g o000 o°0 ) oOOO g g OOOO o o0 OOOO
o] o 0000 o o0 =2 o Oo o_0 -0
5° O o o_ 0 2% 0 0.0 0%
e ° o o_0 = ° 0,0 )
g ° ° og0 = 1 o ® °g0
(%) (&)

;FEJ’EGPUiJrﬁ?é#@ﬁ,ﬁ, &t T FFIPICNICE %, LkGPUE }E$7i+ﬁi¢%ﬁ1ﬂﬁ¢t7’i$£, HMAGPURZ R FRENFHNITR
RRENEFHIFE, BRBEHER hiE, EADEIRR




- IMBRER R

- IMBAREFRRM: EAfloaté {Bx, By, Bz, Ex, Ey, EzZ}EHTE X&KL

ERAFENEFEEFIRE.

......................................................................

cedecccccccates

particles

[] access point

REEAERFIMEEL

fieldx 4B 4B 4B 4B|4B|4B|4B|4B| BN B 4B 4B 4B|4B|4B|4B|4B| BN B 4B 4B 4B|4B|4B|4B|4B|~-~
|!!!lllll| |!!!lllll|| PP ]

32B sector line 32B sector line 32B sector line |

field. 4B 4B 4B 4B|4B|4BI4B|4B| BN 8 4B 4B 4BI4B|-IB|4B|-IB| BN B 4B 4B 4B|4B|4B|4B|43|---
y|!!!lllll| |!!!lllll|| NN

32B sector line 32B sector line 32B sector line |

32B sector line 32B sector line

fieldz 4B 4B 4B 4B|4B|4B|4B|4B| 4B|4B|4B|4B|4B| BN (5 4B 4B 4B|4B|4B|4B|4B|-~
| lllll|| lllll|| L1l ] ]

32B sector line |

® 4B 4B|4B|4B’4B‘4B|4B’4B‘-~---------

Hlllll|

32B sector line

32B sector line ‘

2 = B 4B|4B|4B’4B‘4B|4B’4B‘-~---------

Hlllll|

32B sector line

32B sector line ‘

o = B 4B|4B|4B‘4B‘4B|4B‘4B‘m

Hlllll|

| 32B sector line ‘ 32B sector line




- SHEHRIEI: TiIFLt-codelffit, 2z-codelffiHfit-code, z-code@NEiiMitEH ;
« TTHMRERNL: Et-codelt RN, ZISTHAIERE. IEEFZERLL,;
- SNBIEHML: Et-codelEHIENXN T, ZIFSNMIMBEMIREL;

_____________________________

calculating space charge effects and
applying kicks to particle momenta

N N+1 N+2 N+3 ety Sty
L ! R @ N | i | N
T e e | . s— N I T N
____________________________________________________________________________________________________________________________ N £y . N
_________________________________________________________________________________________________________________________________ [ propagated with D T S B propagated with N o
I transfer matrix P I b o | I transfer matrix e
[ S @ ::ﬁ;;‘_'f_f_‘f_'f_f_'f_f_'f_f_,'!ﬁ:::: .... b= .7 l o I e
- | N | P
@ @ > b | 0 | L
L __}
T T T : |
i e — - —— e e ________
e > -
: fist pushing step : second pushing step : L2 L2
.. e . oe . .
t-code z-code @ t-code @® z-code | I PIC grid &y z-code particles i t-code particles
element element particles © Dparticles -t 7




CIMPD

4. AVASXRYllist S9EIE




» GPUINERYPICNICRIAR g

@ e
4,
: %
iy o

.
- a

Emittance (m-mm-mrad) Bunch size (mm)
Method Energy (MeV)
Emit, Emit, Emit, Size, Size, Size,
AVAS 0.537 0.671 0.298 1.763 3.057 0.833 630.547
AVASX 0.543 0.662 0.298 1.773 3.026 0.833 630.547
1.00 Lo 1.00
Grid point Per step durations of PICNIC on CPUs & GPUs = 015 5 1 075 % et 0.75
. . E 0.50 E 0- i 0.50 % 0.50
dimensions CPUIT (ms) CPUS56T (ms) GPU (ms) GPU optimized (ms) = os 7. _ | P 025 8 0.25
o0 [ AVAS, PICNIC [0 0.00
24 X 24 X 24 277 13 0.27 0.20
y(mm)
1.00 1.00 1.00
32 X 32 X 32 1546 45 0.65 0.44 14e) >
%‘\ 0.75 = 0.75 éo‘ 0.75
g 0.50 g 0- 0.50 “:,.ﬁ 0.50
48 X 48 X 48 19549 528 4.41 2.28 = o T | 4 025 § e -
000 | AVASX, PICNIC | b————Logw
64 X 64 X 64 109919 3326 23.26 10.46 = 84

y(mm) ¢(deg)




- AVASXHS{F B R #kIe——CAFe

« CAFe (Chinese ADS Front-end Demo Linac) {FEflliz{: ¥R REBlgEE1.36 MeV, RiE
0.27 mA, $Z162.5 MHz,

. Emittance (7 mm-mrad) Bunch size (mm)
Code Particle number - - - - - - Energy (MeV)
Emit, Emit, Emit, Size, Size, Size,
1,000,000 0.148 0.152 0.134 1.585 1.486 0914 16.950
AVASX
10,000,000 0.149 0.152 0.134 1.585 1.486 0914 16.950
1,000,000 0.148 0.152 0.134 1.584 1.485 0914 16.950
AVAS
10,000,000 0.149 0.152 0.134 1.584 1.486 0914 16.950
1.0 ] 1.0 1.0 | 1.0 5 1.0 1.0
s 08 _ 0.8 % 0.8 s 08 _ 0.8 % b 1ie : 0.8
-E 0.6 E 0.6 g 0.6 -E 0.6 E 0.6 g 1 0.6
E 04 & 4 04 b 0.4 E 04 & < 04 B8 2T 0.4
% " 5 02 E " 0.2 % 6z - 02 5 o1 ‘ 02
0.0 0.0 ——+— 0.0 0.0 . . i) i 0.0
. 25 00 25
1 000,000 particles 10,000,000 particles elded)
1.0 " 1.0 1.0 1.0 5] 1.0 : 1.0
. 08 _ 0.8 % 0.8 . 08 _ 0.8 % Rin } 0.8
‘é 0.6 E 0.6 a 0.6 ‘é 0.6 E 0.6 a 0.6
E, 0.4 :E, . 04 E'n 0.4 E, 0.4 :E, . 0.4 Eﬁ o 1 7 04
= gz . 0.2 E " 0.2 = oz ] 0.2 é i ! 0.2
0.0 T 0.0 T T T 0.0 0.0 T T T 0.0 T T T 0.0
-5 0 5 =25 00 25 -5 0 5 —2:5 0,0 2.5
y(mm) 9(deg) y(mm) ¢(deg)




» AVASXIIh B4 RRIE——CIADS <R

« CiADS (China initiative Accelerator Driven System) {AElixl: #aREIEEE2.1
MeV, ,;“,'5'35 0 mA )ﬁ?162 5 MHZ

. Emittance (7 mm-mrad) Bunch size (mm)
Code Particle number - - - - - - Energy (MeV)
Emit, Emit, Emit, Size, Size, Size,
1,000,000 0.216 0.222 0.225 1.216 1.521 0.863 630.576
AVASX
10,000,000 0.216 0.222 0.225 1.216 1.522 0.862 630.570
1,000,000 0.216 0.222 0.225 1.214 1.524 0.870 630.575
AVAS

10,000,000 0.216 0.222 0.224 1.215 1.525 0.869 630.574
1.0 1.0 1.0 1.0 1.0 1.0
= 08 _ b ‘ 0.8 % 0.8 = 05 1ial 08 __ 110 0.8 % . 0.8
F 06 @ " 06 2 0.6 E ‘ 06 ® 06 2, 0.6
£ 04 E ] 04 56 0.4 E % 04 £ ° éf’ 0a 8 ° 04
T ga ™ 02 & 0.2 " e | e 3 02 £ 0.2
00 17 0.0 = 0.0 o ; . ] Y 0.0 mis b I — 0.0

=5 0 5 -0.50.0 0.5
1,000, 000 particles i) 10,000, OOO particles o(deg)
1.0 1.0 1.0 1.0 1.0 1.0
- 08 _ ol fine 0.8 ?: 0.8 - 05 () : 08 _ o L 0.8 I}: e 0.8
'E 06 E 06 2 0.6 E ; 0.6 E 06 2, 0.6
E, 04 _;E, o 0.4 Eﬁ 0.4 E, i F K 0.4 f, 7 0.4 Eﬁ . 0.4
B oz I 0.2 E . 0.2 " —05 4 - by 1 02 5 . 0.2
; ; & oo ; 0.0 —— 0.0 ; . & oo | 0.0 — 0.0
-5 0 5 -10 0 10 -0.50.0 05 ) 0 5 -10 0 10 -0.50.0 0.5

x(mm) y(mm) ¢(deg) x(mm) y(mm) ¢o(deg)




Ele#0[0m] NGOOD : 1000000 / 1000000
X[{mm) - X'(mrad)

Y(mm) - Y'(mrad)

T=TTTTaTT

T T T T T
-4 2 0 2 4
Zmax=2.876 mm Z'max=2.702 mrad

Ele #0 [0 m] NGOOD : 1000000 / 1000000
X(mm) - X'(mrad)

-4 -2 0 2 4
Xmax=4.271 mm Ymax=3.979 mm

Y(mm) - Y'(mrad)

CAFeZ&Ni%, AVASX

ZTTITIT = Z (I

T = VLIS

i

=3 N~ ~

N

A

T T T——T w0?
4 3 0 v 4
Zmax=2.877 mm Z'max=2.702 mrad

T
-4 -2 0 2 4
Xmax=4.270 mm Ymax=3.981 mm

RES. SiBTTHENR

Ele#0[0m] NGOOD: 100000/ 100000

X(mm) - X'(mrad)

Y(mm) - Y'(mrad)

2]

3l

10" ]

N 10° E
_l—_

Enip =%k, AVAS

T T

T

5
107 i
0
107 ]
5]
w* ]
T T T T T T T
-10 =5 0 5 10 -5 0 5
Zmax=6.885 mm Z'max=1.488 mrad Xmax=4.191 mm Ymax=5.687 mm
Ele#0[0m] NGOOD: 100000 /100000
X(mm) - X'(mrad) Y(mm) - ¥'(mrad)
2 P e e b
1 14
1 ot
0 0
] 107 ;

En3p =%k, AVASX

Tz

T =TTy

107

i
=

o o

.
o

i
U
m

T T T
-5 0 5

Zmax=6.652 mm Z'max=1.418 mrad

T
-5 ]
Xmax=4.252 mm Ymax=5.603 mm

1

10"

10°

10?

107

Energy(MeV)

-0.10

-0.15

Energy(MeV)
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CIMP,

- kernel-1: 9MBLASOA (structure of arrays) HETEE
- kernel-2: 9MzLAAOS (array of structures) HETEE

Threads to L1 cache L1 cache to L2 cache

L2 cache to device memory
Employed Duration
kernel Memory Requested Hit rate Memory Requested Requested Requested (us)
requests sectors (%) requests sectors sectors bytes
kernel-1 2,812,500 6,008,627 80.95 300,060 1,144,828 1,125,396 36,012,672 101.25
kernel-2 1,656,250 4,501,828 74.77 290,704 1,135,932 1,125,176 36,005,632 86.72
) Computing performance )
Employed kernel Duration per step (us) ] ) Performance improvement (%)
(Giga particles per second)
kernel-1 523.720486 1.909415 -
kernel-2 516.982222 1.934302 1.30
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Threads to L1 cache .

Employed Runtime Excessive Compute Memory Duration .Performance

kernel ontions sector rate  throughput throughput (us) improvement
P Memory Requested  Hit rate (%) (%) (GB/s) (%)
requests sectors (%)

kernel-3 AHEF. Tttt 250,000 7,832,161 0% 9.90 6.92 51.96 463.01 -
kernel-4 AHiEF, (RS 250,016 7,814,976 0% 9.90 14.31 51.96 463.74 -0.16
kernel-5 AR, RS +&EGCEE 251,904 7,822,528 0% 9.90 14.37 52.07 463.49 -0.10
kernel-6 AHE. XAFEIF 250,000 7,832,737 0% 9.90 7.55 56.82 426.50 8.56
kernel-7 (XHERR. i 250,000 7,869,016 0% not provided 5.87 19.48 1230.00 -62.36
kernel-8 HiFF. RS 250,016 997,324 0% 0.01 29.95 167.78 143.55 222.54
kernel-9 His. Ra+&EGEE 251,904 1,004,876 0% 0.01 56.05 307.71 78.40 490.57
kernel-10 HiF. RS+AFES 250,016 997,324 0% 0.01 45.79 250.32 96.67 378.96
kernel-11 HEFR. FRBILILSRES 251,904 1,004,876 0% 0.01 64.63 356.47 68.06 580.30




MBS
« CPUI&%: WE&281zIntel Gold 63304ME5E, (A
561%itHE

« GPUiZ#: NVIDIA Tesla A100-PCle 40GB
« PICKIE&L: 128 x 128 x 128, 256 x 256 x 256
« MixzRE: CAFe. CiADS

Simulation durations (s)

Code 1,000,000 particles 10,000,000 particles 100,000,000 particles (8 GPUs) 500,000,000 particles (8 GPUs)
CAFe CiADS CAFe CiADS CAFe CiADS CAFe CiADS
AVASX 16.58 45.98 70.87 222.24 52.42 243.09 324.55 1499.73
AVAS 7832.72 25331.75 12359.02 39188.10 -
Speedup 472.42 550.93 174.39 176.33 - - - -
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